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Exercise 1 (3 points)

Let D = (S,P) be an FPS and R an equivalence relation on S. R is a weak bisimulation on D if for all
s1Rs2:

a) If P(si, [si]R) < 1 for i = 1, 2 then for all C ∈ S/R, C 6= [s1]R = [s2]R:

P(s1, C)

1 − P(s1, [s1]R)
=

P(s2, C)

1 − P(s2, [s2]R)
.

b) s1 can reach a state outside [s1]R iff s2 can reach a state outside [s2]R.

s1 and s2 in D are weakly bisimilar, denoted s1 ≈ s2, iff there exists a weak bisimulation R on D such
that s1Rs2.

Consider the FPS depicted in the figure. Find an equivalence relation R ⊆ S × S which is a weak
bisimulation. Prove your answer! (Note: the depicted FPS is a single FPS!)
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Solution The equivalence relation R with S/R = {{s1, s2, s3, s4}, {u1, u2, u3}} is a weak bisimulation.
This can be seen as follows.

• For i = 1, 2, 4, P(si, [si]R) < 1, then for C = {u1, u2, u3}, we have

P(s1, C)

1 − P(s1, C)
=

1/8

1 − 5/8
=

1/4

1 − 1/4
=

P(s2, C)

1 − P(s2, C)
=

1/3

1
=

P(s4, C)

1 − P(s4, C)
.

• For s3, since s3 can reach a state outside [s3] as s1, s2 and s4.

• For u1, u2, u3, P(ui, [ui]R) = 0, then for C ′ = {s1, s2, s3, s4}, we have

P(u1, C
′)

1 −P(u1, C ′)
=

P(u2, C
′)

1 − P(u2, C ′)
=

P(u3, C
′)

1 −P(u3, C ′)
= 0.

It follows that s1 ≈ s2 ≈ s3 ≈ s4, u1 ≈ u2 ≈ u3.
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Exercise 2 (4 points)

Determine the semantics of X in terms of a probabilistic transition system:

X = α.X ⊕ 1

4

(β.Y ⊕ 2

3

Y )

Y = α.Y ⊕ 1

3

(β.X ⊕ 3

4

X)

Solution

• The approach of using indices:

α.X
(α,1)
−→0 X

α.X ⊕ 1

4

(β.Y ⊕ 2

3

Y )
(α, 1

4
)

−→ 1.0 X

X
(α, 1

4
)

−→ 1.0 X

Y
(α, 1

4
·
1

6
)

−→ 3.1.0 X

X
(α, 1

4
·
1

6
·
1

4
)

−→ 3.3.1.0 X

Y
(α, 1

4
·
1

6
·
1

4
·
1

6
)

−→ 3.3.3.1.0 X
...

α.Y
(α,1)
−→0 Y

α.Y ⊕ 1

3

(β.X ⊕ 3

4

X)
(α, 1

3
)

−→ 1.0 Y

Y
(α, 1

3
)

−→ 1.0 Y

X
(α, 1

3
·
1

4
)

−→ 3.1.0 Y

Y
(α, 1

3
·
1

4
·
1

6
)

−→ 3.3.1.0 Y

X
(α, 1

3
·
1

4
·
1

6
·
1

4
)

−→ 3.3.3.1.0 Y
...

β.Y
(β,1)
−→0 Y

α.X ⊕ 1

4

(β.Y ⊕ 2

3

Y )
(β, 1

2
)

−→ 2.0 Y

X
(β, 1

2
)

−→ 2.0 Y

Y
(β, 1

2
·
1

6
)

−→ 3.2.0 Y

X
(β, 1

2
·
1

6
·
1

4
)

−→ 3.3.2.0 Y

Y
(β, 1

2
·
1

6
·
1

4
·
1

6
)

−→ 3.3.3.2.0 Y
...

β.X
(β,1)
−→0 X

α.Y ⊕ 1

3

(β.X ⊕ 3

4

X)
(β, 1

2
)

−→ 2.0 X

Y
(β, 1

2
)

−→ 2.0 X

X
(β, 1

2
·
1

4
)

−→ 3.2.0 X

Y
(β, 1

2
·
1

4
·
1

6
)

−→ 3.3.2.0 X

X
(β, 1

2
·
1

4
·
1

6
·
1

4
)

−→ 3.3.3.2.0 X
...

The (reachable part of the) PTS for X is ({X,Y }, {α, β},P, {(3.)n1.0, (3.)n2.0 | n ∈ N},X) where

P(X,α, (3.)n1.0,X) =

{

1
4 ·

(

1
24

)n/2
if n is even

0 otherwise

P(X,α, (3.)n1.0, Y ) =

{

1
3 · 1

4 ·
(

1
24

)(n−1)/2
if n is odd

0 otherwise

P(Y, α, (3.)n1.0, Y ) =

{

1
3 ·

(

1
24

)n/2
if n is even

0 otherwise

P(Y, α, (3.)n1.0,X) =

{

1
4 · 1

6 ·
(

1
24

)(n−1)/2
if n is odd

0 otherwise



P(X,β, (3.)n2.0, Y ) =







1
2 ·

(

1
24

)n/2
if n is even

0 otherwise

P(Y, β, (3.)n2.0,X) =







1
2 ·

(

1
24

)n/2
if n is even

0 otherwise

P(X,β, (3.)n2.0,X) =







1
2 · 1

4 ·
(

1
24

)(n−1)/2
if n is odd

0 otherwise

P(Y, β, (3.)n2.0, Y ) =







1
2 · 1

6 ·
(

1
24

)(n−1)/2
if n is odd

0 otherwise

• The approach of solving a system of recursive equations yields:

P(X,α,X) = 1/4 + 1/4 ·P(Y, α,X)

P(X,α, Y ) = 1/4 · P(Y, α, Y )

P(Y, α,X) = 1/6 · P(X,α,X)

P(Y, α, Y ) = 1/3 + 1/6 ·P(X,α, Y )

P(X,β,X) = 1/4 · P(Y, β,X)

P(X,β, Y ) = 1/2 + 1/4 ·P(Y, β, Y )

P(Y, β,X) = 1/2 + 1/6 ·P(X,β,X)

P(Y, β, Y ) = 1/6 · P(X,β, Y )

with least solution

P(X,α,X) = 6/23

P(X,α, Y ) = 2/23

P(Y, α,X) = 1/23

P(Y, α, Y ) = 8/23

P(X,β,X) = 3/23

P(X,β, Y ) = 12/23

P(Y, β,X) = 12/23

P(Y, β, Y ) = 2/23

It is a PTS, so
∑

γ∈Act

∑

s′ P(s, γ, s′) = 1, where Act = {α, β}.



X Y

α, 2/23

α, 1/23

β, 12/23

β, 12/23

α, 6/23 α, 8/23

β, 3/23 β, 2/23
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Exercise 3 (3 points)

For each of the following specifications, determine the semantics of X in terms of a probabilistic transition
system with indices:

a) X = α.
(

newγ ([1/6]α.0 + [1/3]β.0 + [1/2]γ.0)
)

⊕3/4 α.0

b) X = α.0 ⊕1/3 (α.α.0 × X)

Solution

a) Set P to be the term newγ ([1/6]α.0 + [1/3]β.0 + [1/2]γ.0).

α.P
(α,1)
−→0 P

α.P ⊕3/4 α.0
(α,3/4)
−→ 1.0 P

X
(α,3/4)
−→ 1.0 P

ν([ 1
6
]α.0 + [1/3]β.0 + [1/2]γ.0, {γ}) = 1/2

α.0
(α,1)
−→0 0

[1/6]α.0 + [1/3]β.0 + [1/2]γ.0
(α,1/6)
−→ 1.0 0

P
(α,1/3)
−→ 1.0 newγ 0

→ X
(α,3/4)
−→ 1.0 P

(α,1/3)
−→ 1.0 newγ 0



X

0

P

newγ 0

newγ 0

α, 3/4

α, 1/4

α, 1/3

β, 2/3

Note that newγ 0 = 0.

b) Let Y denote α.α.0 × X. Note that P × 0 = 0× P = 0, for any process P .

−

α.0
(α,1)
−→0 0

X
(α,1/3)
−→ 1.0 0

α.α.0
(α,1)
−→0 α.0 X

(α,1/3)
−→ 1.0 0

Y
(α∗α,1/3)
−→ (0,1.0) α.0 × 0

X
(α∗α,1/3·2/3)

−→ 2.(0,1.0) α.0 × 0

α.α.0
(α,1)
−→0 α.0 X

(α∗α,1/3·2/3)
−→ 2.(0,1.0) α.0 × 0

Y
(α∗(α∗α),1/3·2/3)

−→ (0,2.(0,1.0)) α.0 × (α.0 × 0)

X
(α∗(α∗α),1/3·2/3·2/3)

−→ 2.(0,2.(0,1.0)) α.0 × (α.0 × 0)

...

X 0

α ∗ α, 2/9

α, 1/3

α ∗ α ∗ α, 4/27

α ∗ α ∗ α ∗ α, 8/81

...
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Exercise 4 (2 points)

Consider two process automata PA1, PA2 given by the following figure:

S

T1 T2 T3 T4

U1 U2 U3

α,2/3

α,1/3
α,1/2

α,1/2

γ,1
γ,1 β,1β,1

S′

T ′

1 T ′

2 T ′

3

U ′

1 U ′

2

α,3/4
α,1/4

α,1

β,1
γ,1 β,1

T ′

4

U ′

3

α,1

γ,1

Do we have

• S ∼p S′?

• S ≃p S′?

• S ∼cp S′?

• S ≃cp S′?

Solution Let µ1α = (2/3T1, 1/3T2), µ2α = (1/2T3, 1/2T4); µ3α = (3/4T1
′, 1/4T2

′), µ4α = (1T3
′),

µ5α = (1T4
′) and let C1 = {T1, T2, T

′

2, T
′

4} and C2 = {T3, T4, T
′

1, T
′

3}. It is easy to see that C1 and C2 are
equivalent classes. The subscript α will be omitted when clear from context.

• No. Since µ3(C2) = 3/4 and µ1(C2) = 1, it follows that µ3 6≡ µ1. Therefore S 6∼p S′.

• No. Since µ1 6⊑ µ3, therefore S 6≃p S′.

• Yes.

For µ3α = (3/4T1
′, 1/4T2

′), the combined transition is as follows: there exists r1 = 1/4, r2 = 3/4,
such that

µ3α ⊑cp r1 · µ1α + r2 · µ2α

For the rest cases, similar. In total we have:

µ1 ≡cp µ5

µ2 ≡cp µ4

µ3 ≡cp 1/4·µ1 + 3/4·µ2

Therefore S ∼cp S′.

• Yes. Since S ∼cp S′ =⇒ S ≃cp S′, it directly holds that S ≃cp S′.
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