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#18: Bisimulation and parallel composition

PMC

Overview Lecture #18

Bisimulation and parallel composition

— Process algebra for sequential processes
— Probabilistic bisimulation on PTS

— Congruence properties

— Synchronous parallel composition

— Restriction
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A process algebra for sequential processes

The set Prc,, of probabilistic process expressions is defined by the syntax:

e nil (inaction)
e o.P (prefixing)
o Zje] 0] P; (probabilistic choice)

— where J is a finite index set and probability p; € (0, 1) with > _._;p; =1

o Alay,...,ayn) (process instantiation)

— where A € Pid and o; € Act (0 < 7 < n)

there is no nondeterministic choice!
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Indexed probabilistic semantics

7 (Act)
. PLO P

A(@) =P Plaw— §] -2, p'
A(ﬁ) —; P’

(Call)

pP.—= P kelJ

> )P =,
jeJ

(Psum)

abbreviate [p]P + [1—p|Q by P &, Q
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Recursive equations
Alternatively, let — be defined as for CCS:
PP A=P P, % P’

a.P P AP > [pe]Pr - P!
JEeJ

(ke lJ)

and define P as the least solution satisfying the recursive equations:

P(a.P,a,P) = 1
P(3 e, pl P, P) = Y p;j-P(P,a,P)
jeJ
P(A,a,P) = P(P,a,P) provided A= P and A € Pid
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Probabilistic bisimulation

Objectives:

e Define probabilistic bisimulation on Prc,

— by lifting the notion of ~, on FPS to PTS

e Investigate the basic properties of probabilistic bisimulation

— e.g., dowe have P @, nil ~, Pforany P € Prc,?

e Investigate whether this is a congruence

-eg,P~,Q = P®,R~, QI Rforany R € Prc,and q € (0,1)?
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Probabilistic transition system

A probabilistic transition system (PTS) is a quadruple (S,Act, P, sq)
where

e S Is a countable set of states and sg € S Is the initial state
e Actis a set of actions, and

e Pc S xAct xS — |[0,1] a transition probability function satisfying:

Z Z P(s,a,s’) € [0,1] foreachse S

a s'eS
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Probabilistic bisimulation

e Let (S,Act,P,sy) bea PTS and R an equivalence relation on S

e R is a probabilistic bisimulation on S if for any (s, s’) € R:

P(s,a,C) =P(s',a,C) foral CinS/Randall«a e Act

e s and s’ are probabilistically bisimilar, notation s ~,, s, if:

there exists a probabilistic bisimulation R on S with (s, s’) € R

it follows that s ~,, s" implies P(s, o, L) = P(s’, a, L)
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Alternative definition of ~,

e Let (S,Act,P,sy) beaPTS and R an equivalence relation on S

e R is a probabilistic bisimulation on S'if for any (s, s’) € R and a € Act:
P(s,a,-) =p P(s,a,")
where =p denotes the lifting of R on Distr(S) defined by:

wo=gp g iff p(C)=p(C) forall CeS/R

as processes are states, ~, is also defined on the set Prc,, of processes
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Properties of bisimulation (repetition)

P+nl ~ P (Identity)
P+@Q ~ Q+P (Commutativity)
P+P ~ P (Absorption)

(P+Q)+R ~ P+ (Q+R) (Associativity)
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Properties of probabilistic bisimulation

Po,nl «, P (Identity)
Po,QQ ~p, Q1P (Commutativity)
rPo, P ~, P (Absorption)

(P®y Q)Dy R ~p P®,(Q®;R)  (Associativity)

where p = p'-¢', (1-p)-q = ¢-(1-p')and 1-¢' = (1—-p)-(1—q)

for unguarded recursion: (A =P &, A) ~, (A= P)
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Proof
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Properties of probabilistic bisimulation (revisited)

Pa,nl «, P (Identity)
P3,Q ~, Q1P (Commutativity)
PO, P ~, P (Absorption)

(P EB% Q) Bptqg R ~p, P&, (Q EB% R) (Associativity)
—p
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Congruence properties for ~,
~, IS @ congruence for prefixing and probabilistic choice:

o P~y ) = a.P~,a@Q foralao

— Why? Relation { (. P, a.Q) | P ~, Q } U ~, is a probabilistic bisimulation

o P~yQQ = PO,R~,Q®,R foral R
— Why? For arbitrary R:

{(P&, R,Q®,R) | P~, Q}U ~, isa probabilistic bisimulation

o P~,Q) = RO, P~, RP,Q foralR

recursion requires special treatment and is not considered here
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Synchronous parallel composition

Consider just labeled transition systems.

e Letx: Act x Act — Act map pairs of actions to actions

— action a x* 3 is the simultaneous execution of o and (3

e P x () denotes the synchronous composition of processes P and ()

PP A QL

e x is defined by the inference rule:
PxQ-22,p xQ

e Expansion law for x:

Ziel a;. Py X Zjej B;.Qj = Zi,jeIxJ(O‘z‘ * /BJ)(PZ X Qg)
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Example

P=anil+bnl and @ =anil+cnil and P xQ
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Synchronous parallel composition
For % : Act x Act — Act, let the derivation rule for P x () be:

P a,p ZP/ /\ Q B)q J Q/
P x Q-2 gy P x Q)

Expansion law for x:

> IpiaiPi x Yy 1gi18;-Q = Y [Ipegil(aix 58)).(Pi x Q)

iel jeJ i, jeIxXJ

we obtain the product probability space due to stochastic independence of P and @Q
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Example of synchronous composition

P = a.nil S22 b.nil  and @ = a.nil D1 cnil and P xQ

a*c‘z,% b*c,%
o =@
1 b. L a,+ c,? a*c,x bxa,
&, 5 ’ 9 ’ 3 ’ 3 73 76
o o o o o o

= PTSs and synchronous composition fit well together
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Restriction

e Recall the restriction operator of CCS:

— new (3 P declares 3 as a local name to P

e Formal semantics

PP a+#p
new 3 P s new 3 P’

(New)

e What does it mean probabilistically that action 3 is prohibited?
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Restriction: an example

How can the result of restriction be justified?
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Justification

e The probabilities in new 3 P are conditioned to not performing 5

e These probabilities are normalised

— the normalisation factor = probability that P does not perform 3

e Normalisation can be seen as a repeated experiment:

— probabilistically select one of the alternative transitions
— in case a prohibited transition (i.e., ) has been selected, start over
— continue this process until a possible transition (i.e., non-3) has been selected
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Semantics of restriction

For 5 € Act, the derivation rule for restriction new 3 P is:

P_>oz,ij/ &#ﬁ

(New)

Q,—p
new § P —222,  new 3 P’

where

v(P.B)=1=3 {p| P P')

J

IS the probability that P does not perform a S-transition

{| ... |} denotes a bag, or a multiset
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Asynchronous parallel composition

Recall the derivation rules for CCS:

P, P Q- Q) PP Q¢
PlQ=FPlQ PlR=P|Q PIQ=F[

how can these rules be adapted to the probabilistic case?

example on the black board for probabilistic case
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Example
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Asynchronous parallel composition

e PTSs are closed under synchronous parallel composition

— synchronous parallel composition can be defined in a rather straightforward way

e PTS are not closed under asynchronous parallel composition

— as order of autonomous transitions (by P and () is not quantified

= Nondeterminism is needed

— ... butis not present in the model of PTS

e A more general model is needed: probabilistic automata
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