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Overview Lecture #22

⇒ Probabilistic automata

– Probabilistic automata

– Probabilistic (bi)simulation

– Probabilistic process algebra revisited
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The importance of nondeterminism

• Implementation freedom as a specification

– describes what the system should do, not how it must be implemented

• Scheduling freedom

– no info about relative speeds of components

• External environment

– do not stipulate how the environment will behave

• Incomplete information

“There is nothing mysterious about nondeterminism, it arises from

the deliberated decision to ignore the factors which influence the selection”
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Probabilistic automata

A probabilistic automaton (PA) is a quadruple (S, Act,→, s0) where

• S is a countable set of states

• Act is a countable set of actions, and

• →⊆ S × Act × Distr(S) is a transition relation

• s0 ∈ S is the initial state

notation: (s, α, µ) ∈ → is written as s α−→µ

set of steps in state s is Steps(s) = { (α, µ) | s α−→µ }
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An example PA
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Another example PA
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Lossy communication channels

on the black board
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Reactive probabilistic automata

• Probabilistic automaton (S, Act,→, s0) is called reactive whenever

(
s α−−→µ and s α−−→ ν

) ⇒ µ = ν

• The induced transition probability function P : S × Act × S → [0, 1] is
given by:

P(s, α, s′) =

{
µ(s′) if s α−−→µ

0 otherwise

• A PA is non-probabilistic if for any s: s α−−→µ ⇒ µ(s′) = 1 for some s′

reactive PTSs and TSs are thus subsumed by probabilistic automata

c© JPK 7



#22: Probabilistic automata MCPS

Paths

• A path of a PA is an alternating, finite or infinite, sequence

s0
α1,µ1−−−−→ s1

α2,µ2−−−−→ s2
α3,µ3−−−−→ s3 . . .

such that si
αi+1−−−−→µi+1 and µi+1(si+1) > 0

• Let Paths(M) the set of paths that start in the initial state of PA M
– Pathsfin(M) is the set of finite paths that start in s0

– a finite path σ ends in a state, denoted last(σ)

some example paths of our example on the black board
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Probabilistic bisimulation

• Let (S, Act,→, s0) be a PA and R an equivalence relation on S

• R is a probabilistic bisimulation on S if for any (s, s′) ∈ R:

if s α−−→µ then s′ α−−→µ′ for some µ′ and µ ≡R µ′

• s and s′ are probabilistic bisimilar, notation s ∼p s′, if:

there exists a probabilistic bisimulation R on S with (s, s′) ∈ R

c© JPK 9



#22: Probabilistic automata MCPS

Probabilistic simulation

• Let (S, Act,→, s0) be a PA and R a binary relation on S

• R is a probabilistic simulation on S if for any (s, s′) ∈ R:

if s α−−→µ then s′ α−−→µ′ for some µ′ and µ �R µ′

• s′ probabilistically simulates s, notation s �p s′, if:

there exists a probabilistic simulation R on S with (s, s′) ∈ R
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Examples
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Combined transitions

• s
α	→ µ is a combined transition if

– µ is a convex combination of the distributions

Distr(s, α) = {µi | s α−→µi }

– this means: for each µi there is a nonnegative real ri with

X

i

ri = 1 and µ =
X

µi∈Distr(s,α)

ri · µi

• Combined transitions := convex combinations of existing transitions
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Combined bisimulation

• Let (S, Act,→) be a PA and R an equivalence relation on S

• R is a combined probabilistic bisimulation on S if for any (s, s′) ∈ R:

if s α−−→µ then s′ α	→ µ′︸ ︷︷ ︸
combined transition

for some µ′ and µ ≡R µ′

• s and s′ are combined probabilistic bisimilar, notation s ∼cp s′, if:

∃ a combined probabilistic bisimulation R on S with (s, s′) ∈ R

in a similar way, �cp can be defined
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Example
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Properties

• �p is a pre-order

• ∼cp is coarser than ∼p:

s ∼p s′ ⇒ s ∼cp s′ but not necessarily the converse

• Simulation equivalence 
p = �p ∩ �−1
p is coarser than ∼p:

s ∼p s′ ⇒ s �p s′ but not necessarily the reverse

• For reactive PA, 
p and ∼p coincide!

– this is the analogue for deterministic LTSs where ∼ and � coincide
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Probabilistic process algebra revisited

The set Prcp of probabilistic process expressions is defined by the syntax:

• nil (inaction)

• P + P (choice)

• α.
(∑

j∈J [pj]Pj

)
(probabilistic choice)

– where J is a finite index set and probability pj ∈ (0, 1) with
P

j∈J pj = 1

• A(α1, . . . , αn) (process instantiation)

– where A ∈ Pid and αi ∈ Act (0 < i � n)
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Operational semantics

The semantics of P is given by a PA PA(P ) where → is defined by:

P α−−→µ

P + Q α−−→µ
(Sum1)

Q α−−→µ

P + Q α−−→µ
(Sum2)

A(�α) = P P [�α 	→ �β] α−−→µ

A(�β) α−−→µ
(Call)

µ(P ) =
∑

j∈J,Pj=P

pj

α.
(∑

j∈J

[pj]Pj

) α−−→µ
(Psum)

c© JPK 17



#22: Probabilistic automata MCPS

Properties of probabilistic bisimulation

P + nil ∼p P (Identity)

P + Q ∼p Q + P (Commutativity)

P + P ∼p P (Absorption)

(P + Q) + R ∼p P + (Q + R) (Associativity)

α.(P ⊕p Q) ∼p α.(Q ⊕1−p P ) (PCommutativity)

α.(P ⊕p P ) ∼p α.P (PAbsorption)

α.
((

P ⊕ p
p+q

Q
)
⊕p+q R

)
∼p α.

(
P ⊕p

(
Q ⊕ q

1−p
R

))
(PAssociativity)
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Restriction

For β ∈ Act, the derivation rule for restriction new β P is:

P α−−→ µ α 
= β

new β P α−−→ ν
(New)

where ν(new β P ) = µ(P )
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Asynchronous CSP-like parallel composition

performing autonomous actions

P α−−→µ α 
∈ H

P ‖H Q α−−→ ν
(Par1) where

ν(P ′ ‖H Q) = µ(P ′)

ν(new H Q) = µ(nil)

and, symmetrically

Q α−−→µ α 
∈ H

P ‖H Q α−−→ ν
(Par2) where

ν(P ‖H Q′) = µ(Q′)

ν(new H P ) = µ(nil)

where new H P with H = {α1, . . . , αn } equals new α1 . . . new αn P
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Asynchronous parallel composition

performing synchronisations

P α−−→µ and Q α−−→µ′

P ‖H Q α−−→ ν
(α ∈ H)

where

ν(P ′ ‖H Q′) = µ(P ′) · µ′(Q′)

parallel composition amounts to the product probability spaces
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Example
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Expansion law

on the black board
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Congruence properties

• if Pj ∼p Qj for all j ∈ J then α.
(∑

j∈J [pj] Pj

)
∼p α.

(∑
j∈J [pj] Qj

)
for any α ∈ Act

• if P ∼p Q then P + R ∼p Q + R and R + P ∼p R + Q for any R

• if P ∼p Q then new α P ∼p new α Q for any α ∈ Act

• if P ∼p P ′ and Q ∼p Q′ then P ‖H Q ∼p P ′ ‖H Q′ for any H

it can also be proven that �p is a pre-congruence
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